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Computer systems and architecture is on the cusp of a new revolution — human-centric architectures —
driven by emerging platforms such as Augmented Reality (AR), Virtual Reality (VR), and Embodied AI-
powered robots, and self-driving cars, that all intimately interact with humans: they continuously capture
and interpret visual data from humans and generate visual data for humans to consume. These computing
platforms must be designed, from the ground up, with principled considerations of human cognition.

My research over the past five years is centered around building human-centric visual computing systems,
both to obtain unprecedented efficiency guided by human perception and to augment human perception
through computing technologies. The approach I take is to bridge the conventional computing domain with
sensing and human perception, the two fundamental components that connect computing with humans. The
key tenet of my work is that a computing problem that seems challenging may become significantly easier
when one considers how computing interacts with sensing and human perception in an end-to-end system.

Societal Impact. Building on top of the intellectual contributions, I have taken up the challenging goal
of connecting architecture research with not only other subfields of CS but also with vision science and
humanities, leading to multi-faceted societal impacts.

Many of our systems make their way to self-driving cars built by PerceptIn and deployed in the US,
Japan, China, and Switzerland. Examples include the robotic localization accelerators [15, 24], depth sens-
ing accelerator [13], point cloud compression algorithm [9], and sensor-guided localization and tracking
hardware [37, 22]. My work on computational image sensing [49], where the Image Signal Processor (ISP)
metadata is shared with the SoC to reduce the energy of vision tasks, has led to two joint patents with
Arm [38, 39], and has had a big impact on Arm’s future thinking in product groups such as for automotive
ISP and NPU roadmaps. For instance, Arm’s recent Mali-C78 ISP now supports in-sensor ROI processing,
similar to the idea described in the patents and the paper.

In collaboration with historians and archaeologists, we build a photogrammetry system that is used in a
variety of high-profile cultural heritage projects, including reconstructing in Virtual Reality, for the first time,
Elmina Castle in Ghana, a UNESCO World Heritage site known as the first European slave trading base in
Sub-Saharan Africa. The system incorporates our neighbor search algorithm [40] and surface reconstruction
algorithm [36], the latter of which was recognized as the Outstanding Paper in Visualization and Data
Analysis from the Society for Imaging Science and Technology (IS&T). The virtual reconstruction allows
tens of thousands of African Americans who could not physically visit the castle to seek insights into their
ancestors’ experiences of enslavement.
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Fig. 1: My human-centered architecture research program.
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Contribution 1: Sensing-Computing Co-Design
Sensing and computing, which acquire and interpret visual data, respectively, are traditionally designed in
isolation and simply stitched together in a system, resulting in a sub-optimal whole. My research rethinks
the sensing-computing interface and co-designs the two to 1) unlock new application capabilities and to 2)
deliver orders of magnitude efficiency gains.

Our main contributions are in Computational Image Sensors (CIS), where image sensors are equipped
with compute capabilities. Moving computations inside sensors unlocks new application capabilities (e.g.,
per-pixel exposure control to widen the dynamic range) and, more importantly, offers significant processing
efficiency gains. The efficiency gains come from consuming large volumes of pixel data in-situ, thereby
reducing the data communication overhead and keeping the power-hungry application processors idle.

Unleashing the power of CIS, however, requires making a myriad of interlocked design decisions. For
instance, in-sensor computations are inefficient because sensors tend to be fabricated using older process
nodes compared to standard CMOS nodes (limited by the photon sensing sensitivity), which offsets the
gains from reducing the communication cost; 3D-stacking the compute logic with the pixel array offers
more room for integration but increases thermal-induced noises that might, in turn, increase downstream
processing power. We build CAMJ [25], the first CIS modeling framework that empowers designers, at an
early stage, to explore architectural design trade-offs such as computing inside vs. off a sensor, 2D vs. 3D
stacked design, and analog vs. digital computation inside the sensor.

We demonstrate concrete architectural augmentations to computational image sensors. Specifically, we
show in our EUPHRATES [49] and ASV [13] work that judiciously extracting and sharing motion metadata,
a natural byproduct during sensing, with the Systems-on-a-Chip (SoC) leads to an order of magnitude energy
reduction by enabling incremental computing in downstream vision algorithms. Depth sensing based on this
idea is in PerceptIn’s self-driving vehicles. The EUPHRATES [49] work is selected as an Honorable Mention
in IEEE Micro Top Picks of Computer Architecture, 2018. In collaboration with Meta, we propose in-sensor
hardware augmentations for gaze tracking in AR/VR, which extracts Region of Interest (ROI) of a near-eye
image and performs random pixel sampling, all inside an image sensor. As a result, we achieve up to 8.2×
energy reduction and 1.4× latency reduction over [7, 10, 11]. Our eye tracking algorithm won the Best
Paper Honorable Mention at IEEE VR 2022.

Pushing the sensing-computing co-design to its extreme, we expand the scope of sensing to consider
the optics (e.g., lenses) before the sensor. From an information-theoretical perspective, certain information
(e.g., wavelength, phase, polarization, and light field) is forever lost once light is transduced from the optical
domain to the electrical domain. Our idea is that clever manipulations of those information in the optical
domain could unlock new application capabilities otherwise unobtainable purely in the electrical domain.

Specifically, we design a table-top camera prototype [3, 2], in which optics, sensor parameters, and DNN
weights are jointly learned. The end system, without losing any task quality, 1) reduces overall computation
and 2) protects user privacy by ensuring no human-recognizable image is ever captured. The key is that
the jointly designed optics use the phase and polarization information inherent in scene lights to obfuscate
private information while extracting features in the scene for the downstream task.

Finally, our work expands to modalities other than images. We build a series of algorithms and systems
where intensive computations are replaced with inexpensive sensing. Examples include using GPS for
correcting vehicle drifting in localization and using Radar for object tracking [37, 22]. Both systems are
deployed in PerceptIn vehicles.

Contribution 2: Human-Systems Co-Optimizations
Today’s computer systems waste a substantial amount of data transmission and computations for work that
is imperceptible to humans. My work bridges the gap between human visual perception and computing sys-
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tems. Our approach is to develop computational models that quantitatively capture human visual perception,
and design techniques across the systems stack that leverage the perceptual models for efficient processing.

We build a VR system [6] that reduces the display power by 20% by exploiting peripheral color confu-
sion, where our visual acuity is extremely bad in visual peripheries (beyond 10° eccentricity). Through over
8,000 (IRB-approved) trials of psychophysical measurements on real participants, we build a computational
model that predicts, for a given reference color at a given eccentricity, the set of colors that are perceptually
no different from the reference color. Leveraging the perception model, we design a VR rendering system
that modulates pixel colors to minimize display power (dictated by colors) without affecting human color
perception. Building on the principle of peripheral color confusion, we propose a compression algorithm
that encodes perceptually similar colors together [31]. This algorithm, efficiently implemented in hardware,
reduces the average memory traffic in a VR SoC by 67%. We demonstrated our VR system at SIGGRAPH
2023 Emerging Technologies session [4], which attracted and was well received by over 1,000 participants.

Complementary to peripheral vision, we exploit human visual saliency in our EVR work [27, 21] to re-
duce the rendering and streaming cost of VR (360°) videos. EVR is a cloud-client collaborative system.
The cloud service, deployed on Amazon EC2, extracts trajectories of salient objects in a video (i.e., stimuli
that most likely attract user attention), pre-render them, and store them as much smaller “videolets”. At ren-
dering time given the real-time visual field of a user, only the best matching videolets are transmitted. EVR
reduces the data transmission cost and avoids expensive on-device rendering, amounting to 58% overall
energy reduction. EVR is selected as one of the IEEE Micro Top Picks in Computer Architecture, 2019.

While the line of work above leverages human visual perception to optimize computer systems, my
group has also been working on research on the opposite direction: building computer systems to enhance
visual perception especially for those who are visually impaired. For instance, our work on Computational
Trichromacy Reconstruction [41] builds an AR-based assistive technology that helps individuals with Color
Vision Deficiencies to recognize/name colors.

Contribution 3: Software-Hardware Co-Designed Computing Stack
My group has also made contributions to improving the efficiency and safety of the computing stack for
intelligent agents that operate on visual data, e.g., AR/VR devices and autonomous machines.

Architectural Support for Point Clouds. Our group is among the first to systematically investigate ar-
chitectural support for point cloud processing [32, 12, 8] before it becomes prevalent in today’s intelligent
agents. The key challenges of point cloud processing are its input-dependent, irregular computation and
memory access patterns. Our idea to tame the irregularities is to build algorithms and accelerators with
structured compute and memory access patterns to begin with and mitigate the resulting accuracy loss in
the training process. Some structures that are proven effective include avoiding backtracking in neighbor
search [32] and eliding on-chip bank conflicts [8].

Coupled with architectural support, we also investigate foundational point cloud algorithms, including
compression and neighbor search. We propose an algorithm that compresses LiDAR-generated point clouds
by up to 90 times [9] and is deployed in PerceptIn’s infrastructure-assisted autonomous vehicles [23]. We
repurpose ray tracing hardware in modern GPUs for neighbor search in point clouds and achieve two orders
of magnitude speedups [40].

Synthesizing Robotics Accelerators. In a departure from the manual design of robotics accelerators today,
we focus on automatically synthesizing robotics accelerators for image processing [30], localization [15, 24],
and planning [20] modules. Given the complexity of the robotics software stack, the key challenge is to
raise the level of abstractions. Taking inspiration from the block variant of classic dataflow architectures,
our approach is to compile an algorithm to a macro data-flow graph (M-DFG), where each node is usually
equivalent to billions of instructions when compiled to a conventional CPU ISA. The core contribution of
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our framework is to 1) use constraint optimization to identify the optimal mapping from the M-DFG to a
prescribed hardware template that respects latency/power requirements, and 2) dynamically reconfigures
the mapping to adapt to the complexity of the operating environment (e.g., number of pedestrians, traveling
straight vs. making turns).

Safety. Our group has made significant stride in improving the safety of intelligent agents, which I ini-
tially started thinking about when I was concluding my Ph.D., when I explained my vision in an article
invited by IEEE Micro [47]. Two themes underline our efforts. First, quantitative resource guarantees
lead to predictable system behaviors with less variability. We develop algorithms to train DNNs that, by
design, are guaranteed to meet prescribed resource specifications on both GPUs [35, 33] and specialized
accelerators [34] while maximizing accuracy.

Second, cost-effective safety mechanisms must be situational. Our PTOLEMY work [26, 16] proposes a
DNN architecture that dynamically reconfigures itself based on inputs to actively detect and defend against
adversarial attacks. Our BRAUM work [17] observes that algorithms used in autonomous machines in-
herently possess different forms of fault masking mechanisms. We propose a dynamic protection system
that selectively elides and/or relaxes protection of certain algorithms in software. We present an RTL-free
method for estimating Architectural Vulnerability Factors of DNN accelerators [28], which can be used for
selectively protecting different structures in an accelerators. This tool is used internally at Arm for charac-
terizing the resiliency of the Ethos-U55 Embedded Machine Learning Accelerator [29].

Ph.D. Work: Human-Centric Mobile Web Computing
My Ph.D. thesis research was one of the first to address the human-perceivable efficiency of mobile (Web)
computing. Existing mobile and server systems are fundamentally built to optimize for system-level met-
rics such as energy-delay products while being largely agnostic to user Quality-of-Experience. My work
develops new ways to improve the human-perceivable efficiency of mobile Web by understanding when and
how to make a calculated trade-off between performance and energy consumption in a user-driven man-
ner. To that end, I have developed hardware accelerators [45, 48], runtime mechanisms [5, 14, 44, 42], and
programming language extensions [46].

The analysis and workload characterization framework that I built in my dissertation research is now
part of Chrome’s main code base and is shipped with binary on all platforms. As part of the research, my
collaborators and I perform the first large-scale performance analysis of mobile Web applications [43], con-
duct the first crowdsourcing characterization of mobile CPU designs on user satisfaction [19], and develop
the first deterministic record and replay tool for mobile applications [18]. The ACM Queue magazine and
Communications of the ACM invited me to write an article to introduce the cutting-edge research in Web
computing to industry practitioners [1].
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