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This can be directly influenced too 
(brain implants, gene therapy, etc.)

Figure 1: Understanding the HVS helps us better design rendering, imaging, and computer
systems.

1 The Big Picture

Before studying the HVS, it is useful to start by discussing why we care about the HVS at all
— after all, if you are computer science and/or engineering student, why would you care? We
will then discuss the methodology we will use when studying the HVS.

1.1 Why Do We Study HVS?

Why do we care about studying the HVS? First and foremost, for the science itself — it is
extremely satisfying to just understand “how stuff works”, is it not? Understanding the basics
of the HVS will also allow us to investigate the unknowns of the HVS, and computer scientists
have a lot to off. For instance, modern computational methods, especially deep (artificial) neural
networks have provided us a new toolbox to better understand the biological neural networks.
For instance, if a signal representation or a learning paradigm is effective in deep neural networks,
would it be possible that our HVS uses a similar representation or can learning based on similar
representations?

For computer scientists and engineers working on visual computing systems, there is another
reason, and that is illustrated in Figure 1. The psychological experiences of the users of a
computing platform, be it an AR/VR headset or a smartphone, is what we want to influence,
but we, for the most part, exert that influence indirectly, by designing and optimizing the
imaging, rendering, and computer systems. The outputs of these systems, i.e., the visual stimuli
coming out of the display, become the input to the HVS of the a human whose psychological
states we care to optimize. So if we understand the HVS, we could invert the HVS process,
given the desired psychological states, to solve for the optimal visual stimuli, and from there we
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Figure 2: Just like in a computer system, HVS also involves a sequence of transformations and
can be studied at different levels of abstraction.

can then think about how to best design the various engineered systems.
Understanding the cellular, molecular, and neural processes in the HVS has also inspired

people to better engineer systems such as imaging systems [Liao et al., 2022, Wodnicki et al.,
1995] and deep neural networks, even those the output of these systems are not meant to be
consumed by the HVS [Idrees et al., 2024].

1.2 How Do We Study HVS?

How do photons in the real-world give rise to perception and cognitions in our brain when
they enter our eyes? We want to show you that there is really no magic here. The perception
and cognition we experience are fundamentally a result of the complicated (first optical and
eventually electrical) signal processing in the physiological systems — our eyes and brains.

This relationship between low-level electrical signals and high-level behavioral responses in
human is conceptually no different from one that we find in computers. This comparison is
shown in Figure 2. For someone who is unfamiliar with computer systems and chip design, it
would seem rather magical that a computer does what it does. But we know that the high-level,
observable behaviors of a computer program are a result of low-level processing in the electrical
circuits. Similarly, the experiences humans have in response to visual stimuli are a result of
the collective behaviors of the underlying neurons in the nervous system, whose behaviors are a
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result of the cellular and molecular processes within and between individual neurons.
The circuits in a computer are made of engineered materials such as transistors, whereas

circuits in the HVS are made of biological materials such as neurons. Fundamentally, however,
it is all physics — electrons and/or ions move around and cause changes in voltage potentials
and currents, and these changes are how information is propagated.

With the advancements in modern science and engineering, we can now measure, at a neu-
ronal or even sub-neuronal level, the electrical responses of the HVS when presented with visual
inputs. These measurements allow us to correlate electrical responses to perception and cog-
nition, which, in turn, allow us to say something like “this part of the HVS supports or is
responsible for that particular function (e.g., object detection).” It is important to note, how-
ever, that we still do not know why the electrical responses cause our perception and cognition.
The causation problem, for the moment, is at best a philosophical problem or, if you will, a
religious one.

The goal of this Chapter is to give you an overview of the Human Visual System (HVS). We
will focus on the main components and key facts of the HVS so that you can start appreciating
the connections between signal processing at the physiological level and perception, cognition,
and action at the behavioral level — while leaving many details to later chapters.

The signal processing in the HVS consists of three main components; this is illustrated
in Figure 3. First, lights are processed in the optical domain as they enter our eyes and go
through the eye optics. The optical signals then reach the retina and are first converted to
electrical signals, which are further processed before exiting the retina. The retina outputs
encode low-level information such wavelengths, contrast, timing of object motion, etc. The
retinal outputs are then transmitted to the Lateral Geniculate Nucleus (LGN) and, for the
most part, relayed to the visual cortex. Cortical processing essentially knits together the low-
level, upstream information to give us vision. The retino-geniculo-cortical pathway is the main
pathway for the electrical signals.

2 Eye Optics

The optical signal impinging on the retina is called the optical image, which is a 2D continuous
signal in that at any position on the retinal surface we can ask: how much optical power there
is here; that is, what is the irradiance here? Ideally, the optical image is a perfect perspective
projection from the 3D physical world, with no loss of information other than the projection.
The reality is much more complicated.

2.1 The Main Goal is to Focus Lights

The main goal of the eye is to focus lights on the retina. To focus lights the optics need to
bend lights, which is achieved collectively by both the cornea and the lens. This is illustrated
in Figure 4. Lights bend because of the difference in refractive index in adjacent ocular media.
Most of the bending is done by the cornea, because there are large differences between the cornea
and its adjacent media (air and aqueous fluid). The lens also contributes to light bending, albeit
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ciliary muscle

Feedback from cortex

iris

pupil

Figure 3: Pupil, under the control of the iris, let in lights. Cornea and lens focus lights
with the former contributing the most optical bending power. Lens contracts and relaxes to
accommodate object depth under the control of the ciliary muscle. Retina transforms optical
signals to electrical signals, which are further processed and exit the retina through the optic
nerve. Retinal signals go through the Lateral Geniculate Nucleus and then are projected to
the visual cortex. This retino-geniculo-cortical pathway carries the main information flow in the
HVS with the cortex also providing feedback to the LGN. Adapted from Dowling and Dowling Jr
[2016, Fig. 1.1, Fig. 1.2].

with a lower contribution, because the differences in refractive index between the lens and its
adjacent media (aqueous fluid and vitreous fluid) are relatively small.

The cornea is fixed in shape. Lens, in contrast, is malleable in its shape. The ciliary muscle
controls the contraction and relaxation of the lens, which changes the focal length, and thus
bending power, of the lens, and by extension the entire eye optical system. Adjusting the focal
length to bring an object into focus is called accommodation.

But if the ciliary muscle cannot properly adjust the lens, we get defocused blur, which is
a form of optical aberration. There are a number of other optical aberrations; astigmatism
and chromatic aberration are two common ones found in eyes. While not an optical aberration,
diffraction also plays a role when the pupil size is very small (e.g., under strong illumination).

For our purpose, “imperfections” introduced by eye optics (aberration and diffraction) can
be modeled by the Point Spread Function (PSF) of the optical system, which we will see later
in the class.

2.2 Ocular Media Absorb Light Selectively

While all the ocular media are generally transparent, they still absorb some amount of lights.
Critically, the absorption and, by extension, transmittance, is strongly wavelength dependent.
Color vision is fundamentally tied to the power distribution of light over wavelengths, so the
selective absorption of light by the ocular media significantly influences our color vision.
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Figure 4.25: A ray of light travels through five media before hitting the retina. The
indices of refraction are indicated. Considering Snell’s law, the greatest bending
occurs due to the transition from air to the cornea. Note that once the ray enters
the eye, it passes through only liquid or solid materials.

Figure 4.26: Normal eye operation, with relaxed lens.

Figure 4.27: A closer object yields diverging rays, but with a relaxed lens, the
image is blurry on the retina.

Figure 4: Much of the optical bending power in eye is contributed by the cornea, which has
a large refractive index difference with respect to its adjacent ocular media (Snell’s law). The
lens also contributes to light bending, albeit with a lower contribution. Cornea is rigid but lens
is malleable, so accommodation is attributed exclusively to the lens. From LaValle [2023, Fig.
4.25]

Boettner and Wolter [1962] measured the spectral transmittance of the eye, and the results
are shown in Figure 5. Each curve represents the percentage of light remaining at each ocular
media and the retina (including both direct transmission and forward scattering). Considering
the visible range (we will discuss in the next Chapter why there are even invisible lights) roughly
between 380 nm and 780 nm, we can see the ocular media significantly reduces the light power
at short wavelengths.

3 Retina: Basic Facts

Now the photons have arrived at the retina. The retina is where optical signals are transformed
to electrical signals. The electrical signals undergo further processing on the retina and are
then carried by the optic nerve to the brain. The signal transduction and processing are carried
out through layers of neurons on the retina, of which there are five categories (each of which
has sub-categories). They are photoreceptors, bipolar cells, horizontal cells, amacrine cells, and
retina ganglion cells (RGCs).

The main information flow starts from the photoreceptors, flows through the bipolar cells,
which synapse with photoreceptors and send send their outputs to RGCs. Horizontal cells
synapse with photoreceptors (and other horizontal cells), and amacrine cells connect with both
bipolar and RGCs (and other amacrine cells). Identifying the different classes of neurons and
their connections is largely due to Santiago Ramón y Cajal, who won the Nobel Prize in 1906.

Interestingly, while we might be used to neurons communicating through spikes, i.e., action
potentials (which were discovered by Hodgkin and Huxley [Hodgkin and Huxley, 1952], who
won the Nobel Prize in 1963), RGCs are the only type of neurons on the retina that spike. The
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Fig. 7. Total transmittance through entire eye.
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Fig. 8. Direct transmittance through entire eye.

Weale that the age can be determined by
the transmittance measurements is doubt-
ful on the basis of our experience to
date.

Vitreous humor. The vitreous transmits
from 300 m/t in the ultraviolet to 1,400 m,u
in the infrared (Fig. 6). Its ultraviolet
total transmittance increases rapidly to 80
per cent at 350 m/.i. The total transmittance
in the visible region is greater than 90 per
cent, but begins dropping rapidly in the
infrared. The water bands at 980 and 1,200
m/x are very strong, and no transmittance
is noted beyond 1,400 m/x. No differences
in transmittance due to age were noted.

Transmittance of the entire eye. The
data shown in Figs. 3 to 6 were used to
compute the successive transmittances as
radiation passes through the whole eye.
The resulting curves are shown in Figs. 7
and 8. In making this computation, the loss
due to reflection of normally incident
radiation at the interface between air and
the cornea was included. Reflection losses
between the other surfaces (e.g., aqueous-
lens) were neglected as they total less
than 0.3 per cent.

These data are representative of the
child or young adult eye except in the
ultraviolet (less than 380 m,u) where the
transmission is that of a child's eye. For
example, the 4 per cent incident on the
vitreous (Fig. 7) at 320 m/x would be com-

pletely absorbed by the lens in the adult
eye.

The maximum transmittance through an
entire eye is calculated as 83.5 per cent.
Recently, a technique was developed in
which a window was cut into the posterior
of a whole eye to permit the measure of
the transmittance through all the ocular
media. With the use of this technique, the
total transmittances of 2 eyes have been
measured to date, with values of 82 per
cent and 79 per cent at 700 m̂ u..

It is evident that the amount of scattered
radiation through the young whole eye,
represented by the difference between
curve 4 in Fig. 7 and in Fig. 8, decreases
with wavelength, from about 55 per cent
at 450 rrifx in the visible to 30 per cent in
the infrared. Generally the scattering in
the older eye starts at a higher figure (70
per cent or more) in the visible, but pro-
ceeds at a more rapid rate of decrease into
the infrared.

Evaluation of data
Several factors may affect the validity

of the results, including the condition of
the eyes, the length of time between
enucleation and the measurements, and
the accuracy of the instrumental methods
and measuring techniques. As stated pre-
viously, only eyes having normal refracting
media were used in this study. Four eyes

Visible range

Figure 5: Much of the optical bending power in eye is contributed by the cornea, which has a
large refractive index difference with respect to its adjacent ocular media (Snell’s law). The lens
also contributes to light bending, albeit with a lower contribution. Cornea is rigid but lens is
malleable, so accommodation is attributed exclusively to the lens. Adapted from Boettner and
Wolter [1962, Fig. 7].

rest of the neurons are non-spiking neurons; they communicate through graded potentials.

Optical-to-Electrical Signal Transduction Takes Place in Photoreceptors

Photoreceptors are where optical signals are transformed to electrical signals. Photoreceptors
absorb incident photons; once a photon is absorbed, it could generate electrical responses through
the the process of phototransduction cascade [Wald, 1968]. George Wald won his Nobel Prize
in Physiology or Medicine by essentially elucidating this process. The electrical response can
be represented as photocurrents or, equivalently, photovoltages across the cell membrane of the
photoreceptor. We will have a lot to say about this process later in the class.

Functional and Anatomical Organizations of the Retina are Opposite

The functional organization of the cells is opposite of the anatomical organization of the cells.
Functionally, the first layer of the retina is the photoreceptor cells, which convert photons to
electrical responses, and the last layer is the RGCs, which carry all the retinal output information
and are directly connected to the optic nerve, which are effectively the axons of the RGCs.
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3 3
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Figure 6: Vertebrate eyes have a blind spots (scotoma) because RGC axons exit the retina from
the front of the retina. It is purely a “wiring” issue. Octopus eyes do not have this issue.
Adapted from Caerbannog [2016].

Anatomically, however, RGCs lie at the outermost layer of the retina and the photoreceptors
are the innermost layer. Therefore, photons upon reaching the retina photons first hit the RGCs
and the go through other neurons before eventually hit the photoreceptors, where the signal
transduction takes place. As far as a photon is concerned, neurons before the photoreceptors
are transparent and simply let the photon through without doing much about it — with an
exception that we will see soon.

Blind Spot Exists Because of the Routing Issue

An implication of the anatomical organization is that the optic nerve has to be routed from the
front of the retina and through the retina at a single location, which is called the optic disk.
The optic disk must be free of any neurons, including photoreceptors, simply for the optic nerve
to exit. Since photoreceptors sense lights, the optic disk is also called the blind spot. This is
illustrated in Figure 6. Some vertebrates like octopus do not have this “wiring” issue, since their
retina signals exist from the back of the retina.

It is unclear whether there are evolutionary advantages of having a blind spot on our retina,
but it does not seem to be a disadvantage: we clearly do not notice the blind spot in our daily
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life — because the downstream visual system fills in the missing information there. Our head
and eye movements further mitigate the impact of the blindspot.

ipRGCs are Light-Sensitive but Do Not Contribute to Image-Forming Vision

Photoreceptors are the only type of neurons on the retina that are sensitive to light and con-
tribute to image-forming vision. There is another type of neurons, a sub-type of RGCs actually,
called intrinsically photosensitive RGCs (ipRGCs), that are also sensitive to lights (i.e.,
they absorb photons and convert optical signals to electrical signals), but interestingly they do
not (primarily) contribute to image-forming vision.

ipRGCs were discovered fairly recently, and it is fair to say that the discovery was a big
deal for the field [Berson et al., 2002, Hattar et al., 2002]. For the past 150 years or so, human
vision can be adequately explained by photoreceptors being the only light-sensitive neurons.
Now if ipRGCs are also light sensitive, do we have to re-write the science behind human vision?
It turns out the while ipRGCs do respond to lights, they primarily contribute to non-image-
forming vision (but see Dacey et al. [2005]). For instance, they are shown to impact circadian
rhythms, mood, and pupillary light reflex [Lazzerini Ospri et al., 2017, Do and Yau, 2010].

4 Retinal Structure and Functions

Retina is organized to perform a set of low-level tasks that are crucial to vision. “Low-level” here
refers to the fact that information encoded by retina are building blocks to support more com-
plicated visual functions later in the HVS. At the risk of over-simplication, each task is achieved
by a visual stream of neurons. These visual streams are also called parallel pathways. This
section briefly discusses a set of basic functions of the retina and their visual streams.

4.1 Rod vs. Cone Specialization

Sensitivity and Kinetics

There are two types of photoreceptors: rods and cones. Perhaps the most important difference
between the two is that rods are much more sensitive to light than cones. This is evident
in Figure 8, which compares the single-photon response of rods and cones in primates. The
response here is represented by photocurrent, which we will talk in detail later in the class.

Due to the high sensitivity, rod responses saturate quickly as the ambient light level in-
creases, so they are primarily responsible for vision at low illumination levels (e.g., at night);
rod-mediated vision is called the scotopic vision. Cones are much less sensitive so they are
responsible for vision at normal illumination levels such as during the day. Cod-mediated vision
is called the photopic vision. Figure 8 shows the luminance range that both the scotopic and
the photopic vision are sensitive to. The sensitivity range overlap, so there is luminance range
where both rods and cones contribute to vision, and that is called the mesopic vision.

Cones also have a faster response kinetics than rods: their responses rise and fall much faster
than rods. The faster kinetics allow cones to track moving objects better than rods. Only for
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Figure 1.4 - Primate cones have a lower gain, higher noise and faster kinetics 
than primate rods. 
a. Estimated single photon response in darkness in a primate L-cone.
b. Corresponding current dark noise. Notice the 100-fold difference in scales between 
(a) and (b).
c. Single photon responses from example cone in (a) (red trace) and from example rod 
(Figure 1.2) (black trace) have been overlaid to highlight the differences in gain 
evidenced by the differences in peak amplitude.
d. The same single photon responses have been normalized to highlight the faster 
kinetics in cones.

12

Rod
Cone

Figure 7: Single photon responses (photocurrents) of a primate rod and cone. Rods are more
sensitive with a slower kinetics. Adapted from Angueyra-Aristizábal [2014, Fig. 1.4C].

the purpose of understanding this, think of a camera where the expose time is very long; the
capture image is blurred. Shorter exposure/shutter time captures motion better. Cones have a
shorter effective “exposure time” than rods.

Spectral Sensitivity and Color Vision

Yet another important difference between rods and cones is that cone-mediated vision provides
color information whereas rod-mediated vision encodes only light intensity but not color. This
is because there is only one type of rods but three different types of cones, each with a different
(linearly independent) wavelength sensitivity function. Fundamentally, color arises from the
wavelengths information in incident lights. Having three types allows cones to have a stronger
capability of encoding wavelength information than rods.

There are two main ways to measure the sensitivity of a photoreceptor physiologically, and
they are ultimately equivalent; we will have a lot to say about this later. One way is to measure
the amount of light needed at each wavelength to achieve a criterion level of electrical response
from a photoreceptor. An example of such data is shown in the left panel of Figure 9, collected
by Baylor et al. [1987] on a macaque. The other way is to measure the fraction of photons at each
wavelength that gets absorbed by a photoreceptor. Dartnall et al. [1983] collected one set of such
data from human donors, shown in the right panel of Figure 9, which also shows the data for the
rods in the human participants. The y-axis is absorbance, which is log(Iincident/Itransmitted), i.e.
the log value of the ratio between the incident light intensity and transmitted (i.e., unabsorbed)
light intensity1.

The three cone types peak at different wavelengths in their sensitivity; we call them Long

1We can show that absorbance is proportional to absorption (i.e., fraction absorbed) using the Beer–Lambert
law when the length of light path is short, which is the case here since the photoreceptors are transversely
illuminated.
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 Vision: The Eye  245

Functional Specialization of the Rod 
and Cone Systems 
The two types of photoreceptors, rods and cones, are dis-
tinguished by their shape (from which they derive their 
names), the type of photopigment they contain, their dis-
tribution across the retina, and their pattern of synaptic 
connections. These properties reflect the fact that the rod 
and cone systems (i.e., the receptor cells and their con-
nections within the retina) are specialized for different 
aspects of vision. The rod system has very low spatial res-
olution but is extremely sensitive to light; it is therefore 
specialized for sensitivity at the expense of seeing detail. 
Conversely, the cone system has very high spatial resolu-
tion but is relatively insensitive to light; it is specialized for 
acuity at the expense of sensitivity. The properties of the 
cone system also allow humans and many other animals 
to see color.

Figure 11.11 shows the range of illumination over which 
the rods and cones operate. At the lowest levels of illu-
mination, only the rods are activated. Such rod-mediated 
perception is called scotopic vision. The difficulty of mak-
ing fine visual discriminations under very low light con-
ditions where only the rod system is active is a common 
experience. The problem is primarily the poor resolution 
of the rod system (and to a lesser extent, the fact that there 
is no perception of color because in dim light there is no 
significant involvement of the cones). Although cones be-
gin to contribute to visual perception at about the level 
of starlight, spatial discrimination at this light level is still 
very poor.

As illumination increases, cones become more and more 
dominant in determining what is seen, and they are the 
major determinant of perception under conditions such 
as normal indoor lighting or sunlight. The contributions 

of rods to vision drops out nearly entirely in photopic vi-
sion because their response to light saturates—that is, the 
membrane potential of individual rods no longer varies as 
a function of illumination because all of the membrane 
channels are closed (see Figure 11.9). Mesopic vision oc-
curs in levels of light at which both rods and cones contrib-
ute—at twilight, for example. From these considerations it 
should be clear that most of what we think of as normal 
“seeing” is mediated by the cone system, and that loss 
of cone function is devastating, as occurs in individuals 
suffering from macular degeneration (see Box 11B). Peo-
ple who have lost cone function are legally blind, whereas 
those who have lost rod function only experience difficulty 
seeing at low levels of illumination (night blindness).

Differences in the transduction mechanisms utilized 
by the two receptor types are a major factor in the ability 
of rods and cones to respond to different ranges of light 
intensity. For example, rods produce a reliable response to 
a single photon of light, whereas more than 100 photons 
are required to produce a comparable response in a cone. 
It is not true, however, that cones fail to effectively capture 
photons. Rather, the change in current produced by single 
photon capture in cones is comparatively small and diffi-
cult to distinguish from background noise.

Another difference is that the response of an individual 
cone does not saturate at high levels of steady illumina-
tion, as the rod response does. Although both rods and 
cones adapt to operate over a range of luminance values, 
the adaptation mechanisms of the cones are more effec-
tive. This difference in adaptation is apparent in the time 
course of the response of rods and cones to light flashes. 
The response of a cone, even to a bright light flash that 
produces the maximum change in photoreceptor current, 
recovers in about 200 ms, more than four times faster than 
rod recovery (Figure 11.12A).
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FIGURE 11.11 The range of luminance values over 
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Figure 8: Sensitivity range of rod-mediated vision and cone-mediated vision. From Purves et al.
[2017, Fig. 11.11].

(L), Medium (M), and Short (S) cones. It is interesting to notice that L and M cones are more
similar to each other than they are to the S cones. This is a clue about the evolution of the
three cone types: the divergence between L and M are fairly recent (about 30 to 35 million years
ago) [Jacobs, 2008].

Spatial Distribution

There are about 120 million rods and about 6 millions cones. The left panel in Figure 10 shows
the distribution of both cones and rods on the retina. Almost all the cones are concentrated at
fovea, a small, central pit on the retina that is approximately 2 mm in diameter and subtends
a visual angle of about 1◦. The position in the fovea that has the peak cone density is defined
to have an eccentricity of 0◦. There are no rods in the fovea; all the rods are placed at the
retina periphery, peaking at about 20◦ away from the fovea.

The right panel in Figure 10 are images of photoreceptors at the fovea and at the periphery,
taken by Curcio et al. [1990]. Cones exclusively occupy the fovea and they become sparser and
larger in the periphery. Rods fill in the spaces in the periphery.

There are many important implications of the photoreceptor mosaic and distribution. First,
the visual acuity decreases in the visual periphery. Think of photoreceptors as sampling the
continuous optical image impinged upon the retina. A higher density leads to a higher sampling
rate. In addition, larger cone sizes in the periphery are equivalent to higher degrees of blurring,
since photons hitting a cone are integrated together just like by a camera pixel (although,
critically, the electrical response of a cone is not proportional to the photon count, unlike a
camera pixel; we will have a lot to say about this in the next Chapter); integration is a form of
low-pass filtering.

We hasten to add that the lower acuity in the periphery is not exclusively attributed to
the photoreceptor mosaic. As we will see shortly, how photoreceptors communicate with other
neurons on the retina places an important role too.
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SPECTRAL SENSITI VITY OF MONKEY CONES
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Fig. 3. Average normalized spectral sensitivities of five blue (OJ), twenty green (0) and
sixteen red (0) cones from nine monkeys. Smooth curves are sixth-order polynomials
(eqn. (6)) with. Am = 561 nm (red), 531 nm (green) and 430 nm (blue). The coefficients
(ao-a6) are -5-2734, -87-403, 1228-4, -3346-3, -50703, 30881 and -31607. A, log
sensitivity is plotted as a function of wave number; wave-length scale above. Results
tabulated in Table 1. B, log sensitivity is plotted as a function of log wave number. The
blue and green cone spectra have been shifted on the abscissa (see text).
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Figure 9: Left: Log-scaled spectral sensitivities of the cones (L, M, S) in a macaque; adapted
from Baylor et al. [1987, Fig. 3A]. The spectra are normalized to peak at 1. Right: Absorbance
spectra of the three cones (L, M, S) and the rod (R) in a human; adapted from Dartnall et al.
[1983, Fig. 2]. The spectra are normalized to peak at 100.

Second, since the fovea has the highest visual acuity, our ocular motor system is evolved in
such a way that when we want to see fine details of an object, we move our eyes so that lights
from the objects hit the fovea. This means that we cannot see fine details of an object in dim
environments if we fixate at it. Instead, we would have a better chance of seeing details if we
intentionally place the object at our peripheral vision in a low-light environment.

Rod vs. Cone Pathways and Visual Streams

Rods and cones have their own pathways initially and merge later. This is shown in Figure 11.
Both rods and cones synapse with bipolar cells, but they synapse with distinct bipolar cells. That
is, an individual bipolar cell receives information from rods only or cones only. Rod pathway and
cone pathway are parallel streams at this point. Bipolar cells then feed their outputs to RGCs.
A RGC can mix information from both rod and cone bipolar cells. This mixing is enabled by
amacrine cells, which synapse with both rod and cone bipolar cells and with RGCs. So the
distinct information in the rod pathway and the cone pathway gets merged in the RGC layers.

Why are rod and cone pathways initially parallel but merge later? The initial parallel
pathways allow rods and cones to extract low-level information, such as contrast, independently
under different lightning conditions, but once the information is collected it is processed similarly
so there is really no need to duplicate the processing circuitry.
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Fig. 1. Comparison of vertical histological (A,C) and en face optical 
(B,D) sections through photoreceptors in the fovea (A,B) and near 
periphery (C,Il)  of human retina. Arrowheads in A,C indicate approxi- 
mate level through the ellipsoid portion of photoreceptor inner seg- 
ments where photographs B,D are taken. The external limiting mem- 

in the external limiting memhrane (ELM) in the foveola. 
These breaks are probably attributable to differential tissue 
volume changes between the cone inner segments and the 
ELM, such that the inner segments swell relative to the in- 
elastic ELM (Bunt-Milam e t  al., '85). This artifact is partic- 
ularly insidious, since the packing of the inner segments still 
looks approximately triangular, but the density measured a t  
the level of inner segments is 15-20Y0 lower than the density 
at  the level of the ELM. Finally, many eyes had such steeply 
sloped walls in the fovea that the photoreceptors presented 
an almost longitudinal rather than cross-sectional view. The 
retina from the surgical case had unusual cysts in the 
myoids of cone inner segments, particularly in the fovea, 
which greatly distorted the appearance of the photoreceptor 
mosaic at  this level. However, this eye was used because the 
ELM was intact, and the photoreceptor mosaic a t  the level 
of the ellipsoids appeared normal. I t  is not clear whether 
this finding was attributable to postenucleation artifact or 
to the clinical history of radiation treatment. 

Morphometric data collection 
Morphornetric methods used for different eyes are sum- 

marized in Table 2. More details are available elsewhere 
(Curcio and Sloan, '86; Curcio et al., '89). 

Counts were made from NDIC-video 
images of the photoreceptor layer at the level of inner seg- 

Window size. 

brane is the discontinuous dark line passing through the letters A and C .  
Tissue shown in A and C is from 2-fim-thick glycol methacrylate sections 
stained with azure I1 methylene blue. All profiles in B are cones; large 
profiles in D are cones, and small intervening profiles are rods. Scale bar 
for histological sections = 10 rm. Bar for optical sections = 10 rm.  

merits, using the stylus of a graphics tablet to mark counted 
cells (Curcio and Sloan, '86). Throughout the retina, rods 
were counted by using the lOOx objective. Cones were 
counted at l0Ox within the fovea and at 40x when they 
were surrounded by a ring of rods, about 1 mm from the fo- 
veal center. The size of the video image was scaled using a 
calibrated slide viewed in horizontal and vertical orienta- 
tions, and adjustments were made in the camera's internal 
size controls as necessary. Counts from adjacent windows 
were pooled when cell density was low (Table 2). To assess 
sampling variability in the peripheral retina, rods and cones 
were counted in six adjacent lOOx windows a t  ten locations 
along the horizontal meridian from 1 to 17 mm from the 
fovea in eye H4. The range of counts obtained for both pho- 
toreceptor types were compared across eccentricities and 
between the two video cameras used. For both rods and 
cones, the standard error of the mean density was 4-870 a t  
most locations and showed no obvious trends with eccen- 
tricity or the camera used. Counts by two observers for the 
same windows of peripheral retina generally differed by less 
than 1 ('(, and infrequently differed by more than 2%.  

In the foveal center, a small area of high density may be 
diluted by surrounding areas of lower density if it  is 
included in a large window (Curcio et  al., '87b; Hirsch and 
Miller, '87). All peak foveal densities are expressed for the 
smaller lOOx window, which was used routinely for all eyes 
subsequent to H5L and therefore the remeasured values for 
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Density of receptors. Redrawn from De Valois and De Valois, Spatial Vision, fig. 3.4, p.60. 

tribution of photoreceptors in the retina. Curcio et al. [112] have measured the 
population of rods and cones and produced the map of Figure 1.6 (color plate) .. 
In these color-coded maps of the retina, the fovea is always at the center, and the 
orientation is consistent (though the scale factor with respect to the center changes). 
The color scales indicate the number of thousands of cells per square millimeter. 

Figure 1.6(a) shows the density of cones in the fovea, over the entire retina. A 
close-up of the fovea is shown in (b). Parts (c) and (d) show the same regions but 
plot rod density; a close-up of the rod density near the fovea is shown in (e). 

Digitized by Goog le 

10 µm

Fovea

Periphery

Cones

Rods

Figure 10: Left: cone and rod distribution on the retina; x-axis is the eccentricity (angular
distance from the fovea, which has an eccentricity of 0◦). From Glassner [1995, Fig. 1.4, p. 10].
Right: photos of photoreceptors in the fovea and periphery; rods are absent in the fovea, and
cones become sparser and larger in the periphery. Adapted from Curcio et al. [1990].

4.2 Contrast Detection and Adaptation

Another important function of the retina is to extract contrast information. Arguably most
interesting information in the physical world exists all in image contrast, i.e., local differences in
light intensities. Take a look at your surroundings; uniform light levels where there is absolutely
no change in light are rare and do not present much useful information. Fine details of an
objects are really encoded in contrast.

This imposes two requirements in our visual system. First, we need to be able to extract
contrasts and encode them in neural signals so as to be processed by the rest of the brain.
Second, we must reliably encode contrast across a wide range of ambient light levels. Before
discussing how the RGCs meet these requirements, we will first define contrast more rigorously.

Contrast is Variation Over Mean

Intuitively, contrast describes how much variation there is a signal relatively to the average
strength of the signal. There are two commonly used definitions, both of which are compatible
with this intuition. They are usually used in different scenarios. Figure 12 illustrates the two
definitions.
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The Pigment Epithelium
The spatial arrangement of retinal layers at first seems 
counterintuitive: light rays must pass through various 
non-light-sensitive elements of the retina as well as the 
retinal vasculature before reaching the outer segments of 
the photoreceptors where photons are absorbed (see Fig-
ure 11.5A,B). The reason for this curious feature of retinal 

organization is the special relationship that exists among 
the outer segments of the photoreceptors and the pigment 
epithelium. The cells that make up the retinal pigment ep-
ithelium have long processes that extend into the photore-
ceptor layer, surrounding the tips of the outer segments of 
each photoreceptor (Figure 11.6A).PURVES: Neuroscience 6e
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FIGURE 11.5 Structure of the retina. (A) Section of the retina showing 
overall arrangement of retinal layers. (B) Diagram of the basic circuitry of 
the retina. A three-neuron chain—photoreceptor, bipolar cell, and gangli-
on cell—provides the most direct route for transmitting visual information 
to the brain. Horizontal cells and amacrine cells mediate lateral interac-
tions in the outer and inner plexiform layers, respectively. The terms inner 
and outer designate relative distances from the center of the eye (inner, 
near the center of the eye; outer, away from the center, or toward the 
pigment epithelium). (C) Structural differences between rods and cones. 
Although generally similar in structure, rods and cones differ in their size 
and shape, as well as in the arrangement of the membranous disks in 
their outer segments.
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Figure 11: The basic neural network on the retina. The photoreceptors convert optical signals
to electrical signals. The electrical signals go through the bipolar cells and then to the retinal
ganglion cells (RGCs), which carry all the output of the retina. Horizontal and amacrine cells
mediate lateral interactions, giving rise to important features such as the receptive field. Since
the RGCs are at the outer most layer of the retina, the optical information and the electrical
information flow in opposite directions. Adapted from Purves et al. [2017, Fig. 11.5B, p. 219]
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Figure 12: Weber contrast is often used for detecting objects against a uniform background,
and Michelson contrast is used for detecting patterns. The two definitions are compatible: they
both describe the ration between the maximal variation of the signal over the mean.

Weber contrast is often used in scenarios where there is a small object against a relatively
uniform background. The contrast Cw is defined as:

Cw =
I − Ib
Ib

, (1)

where Ib is the background luminance, I is the object luminance. If the object is small, the
mean luminance of the entire field is approximately the background luminance, and naturally
I − Ib is the maximal variance over the mean.

The Michelson contrast is used in scenarios where are patterns in a scene. Taking a sinusoidal
pattern as an example (and recall any arbitrary pattern can be decomposed into sinusoidal basis
patterns), the contrast Cm is defined as:

Cm =
Imax − Imin

Imax + Imin
, (2)

where Imax and Imin are the highest and lowest luminance, respectively, of the signal. We can
see that Cm is also the ratio between the variation and the mean of the signal.

RGC Pools Signals from Many Photoreceptors

There are about 120 million rods, 6 million cones, and 1 million RGCs on the retina. Therefore,
a single RGC necessarily receives signals fro multiple rods and/or cones. Pooling signals from
multiple neurons into a single neuron is generally called neural convergence, a many-to-
one mapping. Evidently, there is a much higher degree of neural convergence in rods than in
cones. The fovea, which recall contains only cones, is an extreme case, where there is no neural
convergence; in fact, each foveal cone sends its signal to multiple RGCs, so there is a one-to-many
mapping there.

The higher degree of neural convergence in the rod pathway is another reason why rod-
mediated vision is more sensitive than cone-mediated vision: the responses of different rods that
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Figure 13: Dendritic field sizes (of two RGC subtypes) increase with eccentricity, indicating a
higher degree of neural convergence at the periphery. From Wandell [1995, Fig. 5.7], which is
after Dacey and Petersen [1992, Fig. 2A].

are pooled together to the same downstream RGC, so that RGC could generate responses faster
to the brain than if the RGC receives inputs from only a single cone at the fovea. The flip side of
the higher degree of convergence is that rod vision offers low spatial acuity. If a RGC generates
a response, we could not resolve the source of that response since it could come from anywhere
within a large group of photoreceptors being stimulated. From a signal processing perspective,
summation is a form of low-pass filtering (equivalent to convolving the signal with a box filter),
which naturally reduces the frequency of the signal.

The degree of neural convergence increases as the eccentricity increases. Figure 13 shows the
dendritic field sizes of two RGC subtypes; the size increases with the eccentricity. The higher
degree of neural convergence is another reason why peripheral acuity is much worse than that
at the fovea.

RGCs Have a Center-Surround Receptive Field

Neural convergence gives rises to an important concept called receptive field, which is central to
contrast encoding. The receptive field of a neuron is the the area of the retina from which activity
of the neuron can be influenced. For a RGC, its receptive field is the collection of photoreceptors
whose output signals converge at that RGC. Due to the one-to-mapping relationship at the fovea,
the RGCs that are connected to fovea cones have a receptive field of only one cone.

The way a RGC aggregates information from the receptive field is not to simply sum up the
signals from the individual photoreceptors. If we illuminate the entire receptive field of a RGC
uniformly, the RGCs respond similarly regardless of the illumination intensity. Let’s call it the
spontaneous rate.

If uniformly changing the light levels does not change the RGC’s response rate, what will? It
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Figure 14: RGCs have a center-surround receptive field with two types. The ON-center RGCs
are excited by stimuli presented at the center but inhibited by stimuli presented at the surround
(stimulus 2 on the left); OFF-center RGCs have the opposite response (stimulus 4 on the right).
From Luo [2016, Fig. 4-24], which is after Hubel [1995, p. 41].

turns out that you need to have variations in the illumination within the receptive field. RGCs
respond best to variation patterns that have a center-surround structure. For about half of the
RGCs, their response rate is maximized if we present bright lights to the center photoreceptors
and dark lights to the surround photoreceptors. These are called ON-center RGCs, since they
have an excitatory center (excited by light) and inhibitory surround (inhibited by light). The
other half prefer the opposite pattern: dark at the center and bright at the surround. They
are the OFF-center RGCs, since they have an inhibitory center and an excitatory surround.
RGCs are said to have a center-surround receptive field. Figure 14 illustrates the receptive
fields of the two RGCs.

H.K. Hartline, who won the Nobel Prize in 1967, measured the RGC responses from horse-
shoe crabs [Hartline and Graham, 1932], using which he famously demonstrated inhibitory
signals [Hartline, 1949, Hartline et al., 1956]; he was also the first to use the term receptive
field [Hartline, 1938, 1939, 1940a,b]. Barlow [1953] demonstrated the inhibitory signals in a
frog’s RGC, and Kuffler [1952, 1953] was the first to demonstrate the center-surround receptive
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Figure 15: Contrast sensitivity function (CSF) under a center-surround RGC. CSF is usu-
ally bandpass. When the frequency is too high, the entire signal becomes almost a uniform
background, to which a RGC responds weakly. From Wandell [1995, Fig. 5.18].

field structure in a mammalian (cat) RGC with Barlow making significant contributions to that
too [Barlow et al., 1957].

Center-Surround Receptive Fields are Designed to Encode Contrasts

Looking at the preferred stimulus of the two RGC types in Figure 14 (stimulus 2 for ON-
center and stimulus 4 for OFF-center), evidently the RGCs are designed to extract illuminant
variations, i.e., contrast. If a visual field has a high (positive) Weber contrast, i.e., there is a
small object that is significantly lighter than the background, the ON-center RGC would respond
well to it. Similarly, an OFF-center RGC would respond well to a dark object over a uniform
background.

We can also quantify the how the center-surround receptive fields respond to patterns of
different Michelson contrast. A complication is that a pattern is described not only by its
contrast but also frequency. At each frequency, we determine the minimal amount of contrast
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needed to produce a criterion level of RGC response (say 30 spikes/second). The contrast
sensitivity at that frequency is the reciprocal of the threshold contrast. We then sweep the
frequency and repeat this exercise for each frequency. The result of one such analysis is shown
in Figure 15, which is called the Contrast Sensitivity Function (CSF)2. We can see that the
RGC’s CSF is a bandpass filter, where there is a preferred frequency to which a RGC responds
the best. When the frequency is too high or too low, the signal is equivalent to a uniform
background, to which a RGC would respond weakly.

Functionally, detecting contrast allows us to detect edges and contours: information across
the two sides of an edge has the highest contrast. We will see shortly how later processing stages
in the HVS leverage the contrasts to extract more specific information from the visual field to
aid tasks such as object recognition.

RGCs “Discount” Background Illuminations

Looking at Figure 14 again, the RGC responses do not change much with uniform illuminations
(stimulus 1 and stimulus 3) no matter what the illumination level is. This is true for a wide
range of illumination levels. In some sense, RGCs are able to “discount” the ambient light level
so that the contrast is reliably encoded at arbitrary light levels. This is called adaption.

We will return to adaptation later in the class, when we will more rigorously quantify adap-
tation and discuss the mechanisms behind adaptation, but for now, let’s just appreciate the
significance of adaptation: being able to extract contrasts rather than absolute light levels is of
significant advantage to us. The ambient level varies over several orders of magnitude, but the
contrast of a scene is relatively stable regardless of the ambient light level. Consider our ape
ancestors who need to find apples from a tree to survive. As the ambient light level increases,
both the apple and the tree become brighter, but the contrast is relatively constant. To be able
to reliably detect the apple, an ape needs to reliably extract contrast at all light levels but not
the absolute light level itself.

5 Post Retinal Processing

The signals leaving the retina are first routed to the Lateral Geniculate Nucleus (LGN) and
then to the cortex, where vision is formed.

5.1 Lateral Geniculate Nucleus

Two the most important neurons in LGN are the magnocellular (M) cells and the parvocellular
(P) cells. The margocellular layers are connected to the midget RGCs and the parvocellular
layers are connected to the parasol RGCs. Similar to RGCs, LGN neurons also have center-
surround receptive fields, and their receptive field organizations are almost exact copies of that
of the corresponding RGCs. This is why, by and large, LGN has been thought to be mainly a

2A more complete CSF would have to consider other attributes of the stimulus, such as color, temporal
frequency, and eccentricity.
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Figure 16: The main pathway from the eye to the brain. LGN collects information from one
hemi-field and send it to the other half of the cortex. From Yantis and Abrams [2017, Fig. 3.2].

relay station, transmitting information from the retina to the brain. Interestingly, the way the
LGN relays information to the brain is to gather information from one hemifield and send it to
the other side of the cortex. This is achieved by wiring, as shown in Figure 16.

If LGN simply relays information, why does it exist at all? It turns out that LGN receives
about 90% of its inputs from the cortex Sherman and Koch [1986]. This is different from
retina, which is a “closed” system that doesn’t receive information from the rest of the brain.
The feedback from the brain serves to regulate visual signals before they are sent to the brain.
Higher-order brain regions encode cognitive information like attention, and one can imagine how
attention can be used to influence what subsequent information is sent to the brain [O’Connor
et al., 2002]. If the brain were to send the feedback signals to the retina, the blind spot would
have been 10 times larger, so LGN just seems like a convenient place where the feedback-driven
regulation can take place.

Another Example of Parallel Pathways

Rods vs. cones is an example of parallel pathways in the HVS. The parvocellular vs. magnocel-
lular pathway is another example; they encode different spatial/temporal frequency information.
The magnocellular pathway responds to high temporal frequency well, is sensitive to low spatial
frequency, and responds strongly to contrast changes. The parvocellular pathway, in large part,

20



5.2 Visual Cortex CSC 259/459 Lecture Notes

RECEPTIVE FIELDS IN CAT STRIATE CORTEX 579
found by changing the size, shape and orientation of the stimulus until a clear
response was evoked. Often when a region with excitatory or inhibitory
responses was established the neighbouring opposing areas in the receptive
field could only be demonstrated indirectly. Such an indirect method is
illustrated in Fig. 3B, where two flanking areas are indicated by using a short
slit in various positions like the hand of a clock, always including the very

A B
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Fig. 3. Same unit as in Fig. 2. A, responses to shinling a rectangular light spot, 1° x 8° ; centre of
slit superimposed on centre of receptive field; successive stimuli rotated clockwise, as shown
to left of figure. B, responses to a 1° x 5° slit oriented in various directions, with one end
always covering the centre ofthe receptive field: note that this central region evoked responses
when stimulated alone (Fig. 2a). Stimulus and background intensities as in Fig. 1; stimulus
duration 1 sec.

centre of the field. The findings thus agree qualitatively with those obtained
with a small spot (Fig. 2a).

Receptive fields having a central area and opposing flanks represented a
common pattern, but several variations were seen. Some fields had long narrow
central regions with extensive flanking areas (Figs. 1-3): others had a large
central area and concentrated slit-shaped flanks (Figs. 6, 9, 10). In many
fields the two flanking regions were asymmetrical, differing in size and shape;
in these a given spot gave unequal responses in symmetrically corresponding

37 PHYSIO. CXL,VIIT

Figure 17: Left: orientation selectivity of a cat V1 simple cell; from Hubel and Wiesel [1959,
Fig. 3]; Right: orientation tuning curves of two illustrative V1 simple cells (do not necessarily
correspond to the experimental data on the left); different cells can have different preferred
orientations; from Yantis and Abrams [2017, Fig. 3.7].

behaves oppositely. It is worth noting that these two visual streams start from the retina, where
they start from distinct RGC cell types, and remain physically separated all the way into the
primary visual cortex V1. This is different from the rod vs. cone pathway, which start at the
photoreceptors and merge at the RGC layer.

5.2 Visual Cortex

Once in the cortex, the visual signals are first processed in the primary visual cortex, also
known as visual area 1 (V1) or the striate cortex. V1 neurons primarily encode edge orien-
tations but are also tuned to edge lengths, object motion direction, and specific colors. David
Hubel and Torsten Wiesel, who won the Noble Prize in 1981, were the first to elucidate the
responses of V1 neurons and the architecture of V1 in general [Hubel and Wiesel, 1959, 1962,
1968].
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RECEPTIVE FIELDS IN CAT STRIATE CORTEX
inhibition and excitation could generally be demonstrated from both regions,
either during the light stimulus or following it. We have chosen to denote
receptive field regions according to effects seen during the stimulus. Further-
more, the word 'inhibition' is used descriptively, and need not imply a direct
inhibitory effect of synaptic endings on the cell observed, since the suppression
of firing observed could also be due to a decrease in maintained synaptic
excitation.

a

b
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d- Xl\\4dt

e _eI
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Fig.l1. Responses of acell in the cat's striate cortex to al° spot of light. Receptive field located

in the eye contralateral to the hemisphere from which the unit was recorded, close to and
below the area centralis, just nasal to the horizontal meridian. No response evoked from the
ipsilateral eye. The complete map of the receptive field is shown to the right. x , areas giving
exrcitation; A, areas giving inhibitory effects. Scale, 40. Axres of this diagram are reproduced
on left of each record. a, 1° (0-25 mm) spot shone in the centre of the field; b-e, 1° spot
shone on four points equidistant from centre; f, 5° spot covering the entire field. Back-
ground illumination 0-17 log. m.c. Stimulus intensity 1-65 log. m.c. Duration of each
stimulus 1 sec. Positive deflexions upward.

When excitatory and inhibitory regions (used in the sense defined) were
stimulated simultaneously they interacted in a mutually antagonistic manner,
giving a weaker response than when either region was illuminated alone. In
most fields a stationary spot large enough to include the whole receptive field
was entirely without effect (Fig. If). Whenever a large spot failed to evoke
responses, diffuse light stimulation of the entire retina at these intensities and
stimulus durations was also ineffective.

577

Figure 18: Responses of V1 simple cells to spot lights at different locations in the receptive field.
4: inhibitory areas; ×: excitatory areas. f is when the entire field is illuminated uniformly.
From Hubel and Wiesel [1959, Fig. 1].

V1 Simple Cells are Orientation Selective

Perhaps the most striking feature of V1 neurons is that they are orientation selective. The left
panel of Figure 17 shows the responses of a cat V1 neuron, recorded by Hubel and Wiesel [1959],
when presented with a slit of illumination at different orientations. This neuron responds best to
a particular orientation (vertical in this case), and very weak or not at all to other orientations.
The right panel in Figure 17 plots the neuron responses (spikes/second) as a function of the
illumination orientation; a plot like this is called the neuron’s orientation tuning curve.

Why would this neuron be tuned to a specific orientation? The reason lies in its receptive
field structure. Figure 18 shows the response of such a neuron when illuminated with spot lights
at different locations. When the neuron is illuminated by spot lights across the vertical axis,
it is inhibited, and it is excited when the spot lights are across the horizontal axis. The right
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CAT VISUAL CORTEX
by two regions ofthe opposite type. In these fields the two flanking regions
were symmetrical, i.e. they were about equal in area and the responses
obtained from them were of about the same magnitude. In addition there
were fields with long narrow centres (excitatory or inhibitory) and asym-
metrical flanks. An example of an asymmetrical field with an inhibitory
centre is shown in Text-fig. 2E. The most effective stationary stimulus for
all of these celLs was a long narrow rectangle ('slit') of light just large
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Text-fig. 2. Common arrangements of lateral geniculate and cortical receptive
fields. A. 'On'-centre geniculate receptive field. B. 'Off'-centre geniculate recep-
tive field. 0-G. Various arrangements of simple cortical receptive fields. x,
areas giving excitatory responses ('on' responses); A, areas giving inhibitory re-
sponses ('off' responses). Receptive-field axes are shown by continuous lines
through field centres; in the figure these are all oblique, but each arrangement
occurs in all orientations.

enough to cover the central region without invading either flank. For
maximum centre response the orientation of the slit was critical; changing
the orientation by more than 5l10 was usually enough to reduce a re-
sponse greatly or even abolish it. Illuminating both flanks usually evoked
a strong response. If a slit having the same size as the receptive-field
centre was shone in either flanking area it evoked only a weak response,
since it covered only part of one flank. Diffuse light was ineffective, or at
most evoked only a very weak response, indicating that the excitatory and
inhibitory parts of the receptive field were very nearly balanced.

In these fields the equivalent but opposite-type regions occupied retinal
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field such as that of Text-fig. 2F) are of the same order of magnitude as
the diameters of geniculate receptive-field centres, at least for fields in or
near the area centralis. Hence the fineness of discrimination implied by
the small size of geniculate receptive-field centres is not necessarily lost at
the cortical level, despite the relatively large total size of many cortical
fields; rather, it is incorporated into the detailed substructure of the
cortical fields.

Text-fig. 19. Possible scheme for explaining the organization of simple receptive
fields. A large number of lateral geniculate cells, of which four are illustrated in
the upper right in the figure, have receptive fields with 'on' centres arranged along
a straight line on the retina. All of these project upon a single cortical cell, and the
synapses are supposed to be excitatory. The receptive field of the cortical cell will
then have an elongated 'on' centre indicated by the interrupted lines in the
receptive-field diagram to the left of the figure.

In a similar way, the simple fields of Text-fig. 2D-G may be constructed
by supposing that the afferent 'on'- or 'off'-centre geniculate cells have
their field centres appropriately placed. For example, field-type G could
be formed by having geniculate afferents with 'off' centres situated in the
region below and to the right of the boundary, and 'on' centres above and
to the left. An asymmetry of flanking regions, as in field E, would
be produced if the two flanks were unequally reinforced by 'on'-centre
afferents.
The model of Text-fig. 19 is based on excitatory synapses. Here the

suppression of firing on illuminating an inhibitory part of the receptive
field is presumed to be the result of withdrawal of tonic excitation, i.e. the
inhibition takes place at a lower level. That such mechanisms occur in the
visual system is clear from studies of the lateral geniculate body, where
an 'off'-centre cell is suppressed on illuminating its field centre because of
suppression of firing in its main excitatory afferent (Hubel & Wiesel, 1961).
In the proposed scheme one should, however, consider the possibility of
direct inhibitory connexions. In Text-fig. 19 we may replace any of the
excitatory endings by inhibitory ones, provided we replace the corre-
sponding geniculate cells by ones of opposite type ('on '-centre instead of
' off'-centre, and conversely). Up to the present the two mechanisms have
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Figure 19: Bottom: typical receptive-field maps for V1 simple cells; while there are on and
off regions, they are not organized in a center-surround fashion as do in RGCs/LGN. Top: this
particular wiring of center-surround neurons in the LGN produce the receptive field in C at the
bottom. 4: inhibitory areas; ×: excitatory areas. Adapted from Hubel and Wiesel [1962, Fig.
2, Fig. 19].

panel shows the receptive field of such a neuron, where the center is inhibited and the flanking
areas are excitatory. There are other neurons where the excitatory and inhibitory regions are
swapped.

This receptive field explains why a neuron could have an orientation selectivity: when the
orientation of the stimulus coincides with the excitatory region of the receptive field the neuron
is optimally stimulated3. Other orientations would involve both the excitatory and inhibitory
regions, reducing or abolishing the response. V1 cells with such a receptive field are called
simple cells. Different simple cells might have different preferred orientation; for instance, the
second cell in the right panel of Figure 17 prefers a 60◦ orientation.

C–G in Figure 19 illustrate typical receptive fields found in V1 simple neurons. All are
oriented (only one orientation is shown), but differ in arrangements. In comparison, A and B

3Note that the receptive field in Figure 18 has an inhibitory central region and excitatory flanking areas, but
the receptive field of the neuron in Figure 17 evidently has an opposite excitatory vs. inhibitory regions.
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MONKEY STRIATE CORTEX
showed little or no directional preference. Even when responses were highly
asymmetrical, the less effective direction of movement usually evoked
some minimal response (see Text-fig. 2), but there were a few examples in
which the maintained activity was actually suppressed.

Individual complex cells differed markedly in their relative responsive-
ness to slits, edges, or dark bars. The majority responded very much better
to one than to the other two, but some reacted briskly to two of them, and
a few to all three. For a cell that was sensitive to slits, but not to edges, the
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Text-fig. 2. Responses of a complex cell in right striate cortex (layer IV A) to
various ori6ntations of a moving black bar. Receptive field in the left eye indicated
by the interrupted rectangles; it was approximately i x I' in size, and was situated
40 below and to the left of the point offixation. Ocular-dominance group 4. Duration
of each record, 2 sec. Background intensity 1-3 log10 cd/M2, dark bars 0.0 log cd/M2.

responses increased as slit width was increased up to some optimal value,
and then they fell off sharply; the optimum width was always a small
fraction of the width of the whole field. For complex cells that responded
best to edges, some reacted to one configuration and also to its mirror
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Figure 20: Some V1 complex neurons prefer properly oriented edges sweeping across its re-
ceptive field; these neurons also have direction selectivity — even under the same orientation.
From Hubel and Wiesel [1968, Fig. 2].

show the center-surround receptive fields found in RGCs and LGN neurons. Clearly, center-
surround receptive fields simply cannot be orientation selective: try superimposing an edge and
rotate it over the center-surround receptive field; will the response change much?

Why would a V1 simple neuron acquire such an oriented receptive field? This can be ex-
plained by looking at how LGN neurons are connected to a V1 simple neuron. The top panel
in Figure 19 illustrates the model suggested by Hubel and Wiesel, which is supported by recent
electrophysiological results [Clay Reid and Alonso, 1995]. Each V1 simple cell synapses with
and sums the inputs from multiple LGN neurons, whose receptive fields abut on the retina and
are arranged in an oblique angle. When those receptive fields all have the same ON-center (or
OFF-center) structure, the simple cell would tune for an oblique, elongated edge.

Direction, Length, and Binocular Vision Emerge from (Hyper)Complex Cells

The majority of neurons in V1 are actually not simple cells. Three-quarters of the V1 neuron
population are what we call complex cells. Complex cells have more complex selectivities.
Fundamentally, their receptive fields cannot be subdivided into excitatory and inhibitory areas.
That is, they do not respond to a spot light no matter where the light is placed in the receptive
field. Therefore, their responses to complicated geometries cannot be explained/predicted by
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their responses to spot lights, unlike those of simple cells.
Complex cells are also orientation selective, but unlike simple cells, many complex cells

respond only to a properly oriented edge sweeping across the receptive field as if (but not
actually) the entire receptive field is excitatory. However, they do not respond at all, or only
weakly at the onset or turning off when we present a properly-oriented, stationary edge. This
further shows that the responses of complex cells are not a linear superposition of responses to
spot lights.

Interestingly, about one-fifth of complex cells prefer movement of a particular direction.
Hubel and Wiesel [1968] measured the direction selectivity of V1 complex cells in monkeys,
and Figure 20 shows an example, where a complex cell is optimally stimulated by a properly
oriented edge moving across a particular direction, but not the opposing, orthogonal direction.
This shows the direction selectivity of many complex cells.

Hubel and Wiesel [1968] also discovered a set of what they call the end-stopping neurons
or hypercomplex cells in V1. Those neurons are tuned to properly oriented edges with a specific
length, beyond which the neurons are inhibited. These neurons play a role in encoding corners,
curvatures, and sudden breaks in lines [Hubel, 1995, p. 85].

Finally, Hubel and Wiesel also found that some V1 neurons respond to stimuli only from
the left eye or only from the right eye, a properly termed ocular dominance. There are also
binocular cells that can be stimulated independently by stimulus from either eye. There cells
represent the first stage where information from the left and right hemi-fields converge, which
is critical for depth perception.

“Be More Specific”

An obvious conclusion we can get from comparing V1 neurons and retina/LGN neurons is this:
as we progress along the visual pathway, the stimulus we present to the visual system must be
more specific. Put another way, our visual system increasingly extracts more specific information
as signals progress in the pathway.

Being more specific is critical, as that allows us to recognize objects by their subtle details.
For instance, RGCs/LGN neurons provide the contrast/edge detection capability, but virtually
any object has contrasts and edges, so they are not terribly useful in recognizing specific objects.
V1 simple neurons, however, allow us to detect orientations, and that is critical to our vision
— because from orientations we can then infer shapes, as we recognize objects mostly by their
shapes.

Critically, however, V1 simple neurons offer orientation selectivity precisely because RGCs/LGN
neurons have contrast/edge detection capabilities, as demonstrated in Figure 19. This is why we
say early visual system extracts low-level information but later visual system extracts high-level
information: the former is used as the building blocks by the latter.

The Rest of the Cortex

From V1, signals are projected to other areas such as V2, V4, IT, MT, etc. There are two main
projection pathways [Nassi and Callaway, 2009, Ungerleider and Mishkin, 1982, Mishkin et al.,
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Top-down feedback

Figure 21: Once in the cortex, signals are projected from area V1 to other areas, each generally
specialized in a particular information process. There are top-down feedbacks in the cortex from
higher-order areas to lower-order areas. Adapted from Dowling and Dowling Jr [2016, Fig. 1.3].

1983], as shown in Figure 21. The first is the dorsal pathway, which is concerned with observing
objects in space, such as its spatial location and motion, information that is also useful to guide
actions [Goodale et al., 1991]. So this pathway is also called the “where/how” pathway. The
other is the ventral pathway, or the “what” pathway, that carries information of the details
and identify of objects and supports visual functions such as object recognition, face recognition,
color perception. The two pathways interact. For instance, to guide visual action we not only
need to know the position and motion of the objects but also the shape, color, etc.

The discussion so far focuses on the bottom-up information flow, the flow of information
from lower-order representations in the hierarchy such as V1 to higher-order representations
such as V4 and beyond. There is also the top-down information flow from the higher regions
to the lower regions. This information flow provides feedback information such as attention,
knowledge, expectation, etc., to influence the early information processing in the cortex [Gilbert
and Li, 2013, Briggs, 2020]. Combining the bottom-up and the top-down flows, the HVS acts
essentially as a self-adaptive system that automatically optimizes its performance for a given
task.

6 Summary and Outlook

Eye optics mainly focus lights on the retina to form an optical image. Photoreceptors on the
retinal convert optical signals to electrical signals. The rest of the retina mainly extract contrast
information through the center-surround receptive field of the RGCs. The LGN mainly collects
information from one hemi-field together and sends it to the other side of V1. V1 extracts more
specific information such as orientation, motion direction, edge length, and higher order areas
provide more specialized functions.
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The rest of our discussion will be very much retina focused, both because that is what we
know the most about in the HVS and because a lot of the visual functions that we care about
can be largely explained by retinal behaviors.
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